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ABSTRACT  

Understanding the impact of various interventions, training methods, and strategies is crucial in sports sci-

ence. Statistical effect sizes are essential tools that quantify the magnitude of these effects, providing more 

insight than simple significance testing. This article explores the most commonly used effect size metrics in 

sports science, including Cohen's d, Hedges' g, Pearson's r, and Eta Squared (η²). By examining these met-

rics, we highlight their importance in assessing practical significance, comparing results across studies, and 

informing evidence-based practice. Furthermore, the article delves into the interpretation and application of 

these effect sizes, offering guidance on their use in research and practice to enhance the understanding and 

optimization of athletic performance and well-being. This comprehensive overview aims to equip sports sci-

entists, coaches, and practitioners with the knowledge to apply these statistical tools effectively, ultimately 

improving the quality and impact of sports science research. Additionally, the article discusses the context-

specific importance of these effect size measures, ensuring that readers can accurately interpret and utilize 

them in diverse research scenarios. 
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    INTRODUCTION 

In the realm of sports science, the evaluation of interventions, training programs, and 

strategic implementations is of utmost importance. This field seeks to improve athletic 

performance, prevent injuries, and optimize overall well-being through evidence-based 

practices. As such, the need for robust and insightful data analysis cannot be overstated. 

Traditional statistical methods, such as significance testing (p-values), have long been the 

cornerstone of scientific research. These methods help determine whether an observed 

effect is likely to have occurred by chance. However, while p-values can indicate the 

presence of an effect, they fall short in conveying the magnitude of that effect. This 

limitation has led to a growing emphasis on the use of statistical effect sizes in sports 

science, which offer a more nuanced and comprehensive understanding of research 

findings (Collins, Booth, Duncan, Fawkner, & Niven, 2019). 

The limitations of p-values become evident when considering their binary nature. P-values 

provide a yes-or-no answer to whether an effect exists, but they do not tell us anything 

about the size of the effect. This is problematic because, in many cases, the practical 

significance of a finding is as important, if not more so, than its statistical significance. A 

training program might yield a statistically significant improvement in performance, but the 

actual improvement might be so small that it has little practical relevance. Conversely, a p-

value might not reach significance due to a small sample size, even if the effect is 

practically meaningful. Effect sizes bridge this gap by offering a quantitative measure of 

the strength of an effect, independent of sample size. This is crucial in sports science, 

where the practical implications of research findings are as important as their statistical 

significance. Effect size measures, such as Cohen's d, Pearson's r, and Hedges' g, provide 

insights into the magnitude of changes and interventions, enabling researchers and 

practitioners to make more informed decisions (Gao, 2020). In the context of sports 

science, practical significance refers to the real-world relevance of research findings. The 

effect sizes, by quantifying the magnitude of an effect, effect sizes help determine whether 

an observed change is substantial enough to warrant changes in practice. A small but 

statistically significant improvement in sprint times might not justify altering an athlete's 

training regimen, whereas a larger effect size indicating a considerable improvement 

would. One of the key advantages of using effect sizes is the ability to compare results 

across different studies. This is particularly important in sports science, where interventions 

and training programs can vary widely. By standardizing the measure of effect, researchers 

can synthesize findings from multiple studies, leading to more robust and generalizable 

conclusions. This is especially useful in meta-analyses, which aggregate data from several 

studies to identify broader trends and patterns. Meta-analysis is a powerful statistical 

technique used to combine results from different studies to arrive at a comprehensive 

conclusion. The use of effect sizes in meta-analysis is crucial because it allows for the 

integration of findings regardless of the scale of measurement used in individual studies. 

This enables researchers to draw more accurate and reliable conclusions about the 

effectiveness of various interventions and strategies in sports science (Halperin et al., 

2022; Steele et al., 2023). 

Understanding and applying effect sizes have significant practical applications in sports 

science. Coaches and sports scientists can use effect size data to evaluate the efficacy of 
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training programs, nutritional interventions, or recovery strategies. By assessing the 

magnitude of an effect, they can determine the practical implications for athlete 

performance. This can lead to more tailored and effective training programs that are based 

on solid empirical evidence rather than anecdotal observations (Braun-Trocchio et al., 

2022). This study aims to provide information on the most commonly used effect sizes in 

sports science, their interpretations, applications, and the importance of effect sizes in the 

quality and impact of research in this field. 

METHODS 

Cohen's d 

To calculate Cohen's d effect size, subtract the mean of the control group from the mean 

of the experimental group, then divide the result by the pooled standard deviation of both 

groups. This measure quantifies the difference between two means in terms of standard 

deviation units, providing a standardized way to understand the magnitude of the effect. 

Cohen's d is a measure used to indicate the standardized difference between two means. 

It is calculated as: 

 

where M1and M2 are the means of the two groups, and sss is the pooled standard deviation. 

The pooled standard deviation is calculated as: 

 

 

where n1 and n2 are the sample sizes of the two groups, and s1 and s2 are the standard 

deviations of the two groups. Cohen's d is interpreted based on the size of the effect: 

 Small effect: 0.01 < 𝑑 < 0.06  

 Medium effect: 0.06 ≤ 𝑑 < 0.14 

 Large effect: 𝑑 ≥ 0.14 

These benchmarks were proposed by Cohen and are widely used in various fields, 

including sports science (Cohen, 2013). However, the context of the study should always 

be considered when interpreting effect sizes. 

In sport sciences, Cohen's d is a useful metric that evaluates the size of the difference 

between two groups. Researchers and practitioners can more meaningfully interpret study 

results thanks to this effect size indication. Researchers can determine how practically 
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important the difference between the means of two groups is by using Cohen's d, which 

expresses how large the mean difference is in terms of standard deviation (Buzdağlı et al., 

2023). Cohen's d is also commonly used in sport science to compare the effectiveness of 

different training programs, interventions or techniques. It can be used to compare the 

effect of two different strength training programs on muscle mass or to evaluate the effect 

of a new recovery technique on athletic performance. Cohen's d can be used to determine 

the success of interventions such as training plans or rehabilitation techniques. Using this 

technique, one can compare, for instance, how various training regimens affect athletes 

(Nakagawa & Cuthill, 2007). 

Hedges' g 

Hedges' g is used to calculate the effect size, similar to Cohen's d, by taking the difference 

between the means of the experimental and control groups. However, Hedges' g includes 

a correction for small sample sizes to provide a more accurate estimate. This correction 

involves multiplying the effect size by a factor that adjusts for sample size, thereby reducing 

bias. Like Cohen's d, Hedges' g quantifies the difference between two means in units of 

standard deviations, but is preferred when dealing with small sample sizes to provide a 

more precise and unbiased measure of the magnitude of the effect. Hedges' g is an 

adjusted version of Cohen's d that corrects for small sample sizes. It is calculated as: 

 

where N1 and N2 are the sample sizes of the two groups. 

The interpretation of Hedges' g and Cohen's d are the same. It is a metric for evaluating 

effect size that establishes low, medium, and high effect sizes based on predetermined 

ranges. The following ranges are widely acknowledged (Hedges & Olkin, 2014): 

 Small effect: 0.2 ≤ g < 0.5 

 Medium effect: 0.5 ≤ g < 0.8 

 Large effect: g ≥ 0.8 

Hedges' g is particularly useful in sports science studies with smaller sample sizes, such 

as those involving elite athletes or niche sports where large sample sizes are difficult to 

obtain. It is also used to determine the effectiveness of methods used to improve athletes' 

performance levels. It is a measure used to assess how dietary changes affect an 

individual's performance. 

Pearson's r 

Pearson's r effect size is a measure that evaluates the strength and direction of the linear 

relationship between two variables. It can be visualized by plotting data points on a scatter 

plot to visualize the relationships between variables. Pearson's r ranges from -1 to +1, 

where +1 indicates a perfect positive linear relationship, -1 indicates a perfect negative 



 

 Yagin et al.                                                                                                                          JESPAR 
 

 

 

linear relationship, and 0 indicates no linear relationship. The closer the value is to +1 or -

1, the stronger the correlation or effect. This measure helps quantify how well changes in 

one variable predict changes in the other, making it useful for understanding relationships 

in a variety of research contexts (Turney, 2024). Pearson's r measures the strength and 

direction of the linear relationship between two variables. It is calculated as: 

 

where cov (X, Y) is the covariance of variables X and Y, and sX  and sY  are the standard 

deviations of X and Y. Pearson's r ranges from -1 to 1: 

 Very Weak correlation: 0.00 ≤ |r| < 0.10 (The two variables have very little or no 

relationship at all.) 

 Weak correlation Relationship: 0.10 ≤ |r| < 0.30 (There is a weak linear relationship 

between the two variables.) 

 Moderate Correlation Relationship: 0.30 ≤ |r| < 0.50 (There is a moderate linear rela-

tionship between two variables.) 

 Strong correlation Relationship: 0.50 ≤ |r| < 0.70 (There is a strong linear relationship 

between the two variables.) 

 Very Strong Correlation Relationship: 0.70 ≤ |r| < 1.00 (There is a very strong linear 

relationship between the two variables) 

 Perfect Correlation Relationship: |r| = 1.00 (It shows that there is a perfect linear con-

nection between two variables. Here, a consistent change in one variable results in a 

corresponding change in the other.) 

Eta Squared (η2) 

The Eta Squared (η²) effect size measures the proportion of the total variance in the 

dependent variable that is attributable to the independent variable. This is often used in 

the context of ANOVA (Analysis of Variance). ANOVA analysis is performed to divide the 

variance into components attributed to different sources. Eta Squared is then obtained by 

dividing the sum of squares between groups by the total sum of squares. This effect size 

ranges from 0 to 1, where higher values indicate a greater proportion of the variance 

explained by the independent variable, making it a useful measure for understanding the 

impact of different factors in the study (Cohen, Cohen, West, & Aiken, 2013). Eta Squared 

measures the proportion of the total variance that is attributed to a particular factor in 

ANOVA. It is calculated as: 
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where SSbetween  is the sum of squares between groups, and SStotal  is the total sum of 

squares. Eta Squared is interpreted as follows: 

 0.01: Small effect (This number shows that only a small portion of the variance of the 

dependent variable can be explained by the independent variable.) 

 0.06: Medium effect (This value indicates that the independent variable explains a 

moderate variance in the dependent variable.) 

 0.14: Large effect (This value indicates that the independent variable explains a large 

variance in the dependent variable.) 

Eta Squared is useful in studies involving multiple groups or conditions, such as examining 

the effects of different training methods or dietary interventions on performance metrics. In 

the field of sport sciences, η² is used as a measure of effect size in ANOVA for multivariate 

structures. η² is a metric used in sports science to measure how much an independent 

variable affects a dependent variable. This helps to understand how a particular 

intervention, training regimen or therapeutic approach affects athletes. The share of the 

independent variable in the total variance is denoted by η². In other words, it determines 

how much of the changes in the dependent variable are due to the independent variable 

(Richardson, 2011). 

Partial Eta Squared (ηp
2) 

A popular way to evaluate effect magnitude, particularly in sports science, is partial eta 

squared. In the context of analyses of variance (ANOVA), this measure evaluates the 

strength of the impact of an independent variable on a dependent variable. The partial eta 

squared method is utilized to determine the degree of variance that an independent 

variable can account for while accounting for the influence of other factors (Lakens, 2013). 

The partial eta squared is calculated by the following formula: 

ηp
2  =

Effect Sum of Squares

Effect Sum of Squares+Error Sum of Squares
 

The Value Ranges for partial et squared are given below: 

 0.01 and below: Small effect(There is little correlation between the independent and 

dependent variables. This indicates that the dependent variable's variance can only be 

partially explained by the independent variable.) 

 0.06 and below: Medium effect(The impact is mild. This indicates that a moderate 

variance in the dependent variable can be explained by the independent variable.) 

 0.14: and below : Large effect (Holds significant impact. Thus, a significant portion of 

the variance in the dependent variable may be explained by the independent variable.) 
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These effect sizes are employed in sports science to evaluate the efficacy of diet plans, 

exercise regimens, and recovery tactics. As an illustration  

 Small Effect: A slight increase in athletic performance brought about by a new training 

regimen.  

 Moderate Effect: A certain nutritional intervention causes athletes' energy levels to rise 

to a moderate degree.  

 Large Impact: The chance of harm is greatly decreased by a new recovery technique. 

Sports scientists utilize the partial eta square to assess the efficacy of diet plans, 

rehabilitation techniques, and training regimens. Partial eta squared can be used by 

researchers to assess how various training regimens, dietary guidelines, or recuperation 

strategies affect athletes. This approach is used to evaluate if the results have clinical or 

practical significance and to comprehend the effectiveness of interventions in practice 

(Lakens, 2013; Richardson, 2011). 

Conclusion 

Grasp the practical significance of study findings in the sport sciences requires a grasp of 

effect size metrics like Cohen's d, Hedges's g, Pearson's r, and Eta Squared (η²). Cohen's 

d and Hedges's g, which offer a standardized measure of differences between groups, aid 

in the evaluation of the efficacy of various training plans or rehabilitation techniques. By 

using these metrics, researchers can communicate the practical significance of the findings 

by calculating the size of the mean difference in standard deviation between two groups. 

This is highly helpful when comparing how two distinct workout regimens affect muscle 

strength (Hedges & Olkin, 2014). Statistical effect sizes are crucial for interpreting the 

practical significance of research findings in sports science. Metrics such as Cohen's d, 

Hedges' g, Pearson's r, and Eta Squared provide deeper insights into the magnitude and 

relevance of effects, moving beyond mere statistical significance. By leveraging these 

measures, researchers and practitioners can make more informed, impact-driven 

decisions, ultimately enhancing training programs and interventions in sports science. 
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